**CHAPTER 2**

**Algorithm Analysis**

**2.1** 2/*N*, 37, ![](data:image/x-wmf;base64,183GmgAAAAAAAIAC4AEBCQAAAABwXQEACQAAA34BAAAHAHUAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADALgAYACEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////QAIAAJsBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAIxAUIABQAAABMCHgFjAAUAAAATAp4BsQAFAAAAEwJNAAUBBQAAABMCTQAnAgcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAQAAtAWwAFAGxAH4BAAFFACcCRQAnAlUACwFVALkAngGpAJ4BWwAoAUUANgEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAASMBFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwAJAAAAMgoAAAAAAQAAAE4AgAJ1AAAAJgYPAOAATWF0aFR5cGVVVdQABQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghDyfyX0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACgAAAQACAINOAAALAQEAAAALAAAAJgYPAAwA/////wEAAAAAAAAACQAAAPoCAAAAAAAAAAAAACIABAAAAC0BBAAHAAAA/AIAAAAAAAAAAAQAAAAtAQUAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAEAAAALQEGAAQAAADwAQMAAwAAAAAA), *N*, *N* log log *N*, *N* log *N*, *N* log(*N*2), *N* log2 *N*, *N*1.5, *N*2, *N*2 log *N*, *N*3, 2*N*/2, 2*N*.

*N* log *N* and *N* log (*N*2) grow at the same rate.

**2.2 (a)** True.

**(b)** False. A counterexample is *T*1(*N*) = 2*N*, *T*2(*N*) = *N*, and *f* (*N*) = *N*.

**(c)** False. A counterexample is *T*1(*N*) = *N*2, *T*2(*N*) = *N*, and *f* (*N*) = *N*2.

**(d)** False. The same counterexample as in part (c) applies.

**2.3** We claim that *N* log *N* is the slower growing function. To see this, suppose otherwise. Then, ![](data:image/x-wmf;base64,183GmgAAAAAAACAFIAIBCQAAAAAQWQEACQAAAzACAAAIAJEAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIgAiAFEwAAACYGDwAcAP////8AAE4AEAAAAMD///+4////4AQAANgBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAILASUCBQAAABMC/AA8AgUAAAATAmgBcgIFAAAAEwJNAK4CBQAAABMCTQDDBAcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAJAIJAUIC9QByAlABqgJIAMMESADDBFMAsgJTAHgCaAFtAmgBNgIEAScCDgEEAAAALQEAAAkAAAD6AgAACAAAAAAAAAIiAAQAAAAtAQMABQAAABQCSAAPAgUAAAATAmgBswEFAAAACQIAAAACBQAAABQCIwG0AhUAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQQADAAAADIKAAAAAAMAAABsb2cAOwBwAMABBQAAABQCIwEOBBUAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQUABAAAAPABBAAJAAAAMgoAAAAAAQAAAE4AwAEFAAAAFALAAUoAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BBAAEAAAA8AEFAAkAAAAyCgAAAAABAAAATgCAAgUAAAAUAiMBQAEQAAAA+wIg/wAAAAAAAJABAQAAAgACABBTeW1ib2wAAQQAAAAtAQUABAAAAPABBAAJAAAAMgoAAAAAAQAAAGUAwAGRAAAAJgYPABcBTWF0aFR5cGVVVQsBBQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghDyfyX0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg04AAwAcAAALAQEBAAMACwYAAQACBIS1A2UAAQADAAoAAAEAAgKCbAACAIJvAAIAgmcAAgCYBO8CAINOAAAMAQEAAAAAAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAJAAAA+gIAAAAAAAAAAAAAIgAEAAAALQEEAAcAAAD8AgAAAAAAAAAABAAAAC0BBgAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAQAAAAtAQcABAAAAPABBQADAAAAAAA=) would grow slower than log *N*. Taking logs of both sides, we find that, under this assumption, ![](data:image/x-wmf;base64,183GmgAAAAAAAIAIIAIBCQAAAACwVAEACQAAA/gBAAAHAJQAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIgAoAIEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////QAgAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAJcAW4BBQAAABMCRgGOAQUAAAATAt8B3AEFAAAAEwJNADECBQAAABMCTQAUBQcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAawFYAZcBOwHcAbkBKwJFABQFRQAUBVUANwJVAOQB3wHUAd8BhgFRAXEBYQEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAAfEAFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwASAAAAMgoAAAAABwAAAC9sb2dsb2cASQFVAKAAFwJVAKAAgAIFAAAAFAKAARAEFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BBAAEAAAA8AEDAAoAAAAyCgAAAAACAAAATk4wA4ACBQAAABQCgAEsABAAAAD7AsD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAABBAAAAC0BAwAEAAAA8AEEAAkAAAAyCgAAAAABAAAAZQCAApQAAAAmBg8AHgFNYXRoVHlwZVVVEgEFAQAFAkRTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPJ/JfQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEtQNlAgCYCO8CAIIvAAIAmAjvAwAKAAABAAICgmwAAgCCbwACAIJnAAIAg04AAAsBAQAKAgKCbAACAIJvAAIAgmcAAgCYBO8CAINOAAAACwAAACYGDwAMAP////8BAAAAAAAAAAkAAAD6AgAAAAAAAAAAAAAiAAQAAAAtAQQABwAAAPwCAAAAAAAAAAAEAAAALQEFABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BBgAEAAAA8AEDAAMAAAAAAA==) grows slower than log log *N*. But the first expression simplifies to ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFQAIBCQAAAAAQWQEACQAAA+MBAAAHAIUAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAJAAkAFEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////AAUAAPsBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAJgAe0ABQAAABMCSgEOAQUAAAATAuQBWwEFAAAAEwJNALABBQAAABMCTQC3BAcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsA6gBcARYBPgFbAb0BqgFFALcERQC3BFUAtgFVAGMB5AFTAeQBBgFWAfAAZQEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAAbkBFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwANAAAAMgoAAAAABAAAAGxvZy5VAKAACQKAAgUAAAAUAoABswMVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEEAAQAAADwAQMACQAAADIKAAAAAAEAAABOAIACBQAAABQCgAEsABAAAAD7AsD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAABBAAAAC0BAwAEAAAA8AEEAAkAAAAyCgAAAAABAAAAZQCAAoUAAAAmBg8AAAFNYXRoVHlwZVVV9AAFAQAFAkRTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPJ/JfQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEtQNlAwAKAAABAAICgmwAAgCCbwACAIJnAAIAmATvAgCDTgAACwEBAAoCAIIuAAAACwAAACYGDwAMAP////8BAAAAAAAAAAkAAAD6AgAAAAAAAAAAAAAiAAQAAAAtAQQABwAAAPwCAAAAAAAAAAAEAAAALQEFABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BBgAEAAAA8AEDAAMAAAAAAA==) If *L* = log *N*, then we are claiming that ![](data:image/x-wmf;base64,183GmgAAAAAAAOAC4AEBCQAAAAAQXQEACQAAA6cBAAAHAHgAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADALgAeACEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////oAIAAJsBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAItAewABQAAABMCGwENAQUAAAATApkBWwEFAAAAEwJNAK8BBQAAABMCTQCLAgcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsA6gApARYBEQFbAXkBqgFFAIsCRQCLAlUAtQFVAGMBmQFTAZkBBQElAe8AMgEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAAcgBFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwAJAAAAMgoAAAAAAQAAAEwAgAIFAAAAFAKAASwAEAAAAPsCwP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAEEAAAALQEEAAQAAADwAQMACQAAADIKAAAAAAEAAABlAIACeAAAACYGDwDmAE1hdGhUeXBlVVXaAAUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ8n8l9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS1A2UDAAoAAAEAAgCDTAAACwEBAAAACwAAACYGDwAMAP////8BAAAAAAAAAAkAAAD6AgAAAAAAAAAAAAAiAAQAAAAtAQMABwAAAPwCAAAAAAAAAAAEAAAALQEFABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BBgAEAAAA8AEEAAMAAAAAAA==) grows slower than log *L*, or equivalently, that ε2*L* grows slower than log2 *L*. But we know that log2 *L* = *o*(*L*), so the original assumption is false, proving the claim.

**2.4** Clearly, ![](data:image/x-wmf;base64,183GmgAAAAAAAAALIAIBCQAAAAAwVwEACQAAA/4BAAACALMAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIgAgALEwAAACYGDwAcAP////8AAE4AEAAAAMD///+9////wAoAAN0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAigBMgIVAAAA+wJg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTI/BkABBQAAABQCgAE2ABUAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQEABAAAAPABAAATAAAAMgoAAAAACAAAAGxvZyhsb2cpVQCgAM8EaQBVAKAAAQOAAgUAAAAUAu4A3AEVAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABray0GwAEFAAAAFAKAARQDFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAATm9OAEECCgSAAgUAAAAUAoABWgQQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AgAKzAAAAJgYPAFwBTWF0aFR5cGVVVVABBQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghDyfyX0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAICgmwAAgCCbwACAIJnAAMAHAAACwEBAQACAINrAAMAGwAADAEAAgCIMQAAAQEAAAAKAgCYBO8CAINOAAIEhj0APQIAg28AAgCCKAACAoJsAAIAgm8AAgCCZwADABwAAAsBAQEAAgCDawADABsAAAwBAAIAiDIAAAEBAAAACgIAmATvAgCDTgACAIIpAAAACwAAACYGDwAMAP////8BAAAAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) if *k*1 < *k*2, so we need to worry only about positive integers. The claim is clearly true for *k* = 0 and *k* = 1. Suppose it is true for *k* < *i*. Then, by L’Hôpital’s rule,

![](data:image/x-wmf;base64,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)

The second limit is zero by the inductive hypothesis, proving the claim.

**2.5** Let *f*(*N*) = 1 when *N* is even, and *N* when *N* is odd. Likewise, let *g*(*N*) = 1 when *N* is odd, and *N* when *N* is even. Then the ratio *f*(*N*)/*g*(*N*) oscillates between 0 and *inf*.

**2.6 (a)** ![](data:image/x-wmf;base64,183GmgAAAAAAAEACAAIBCQAAAABQXgEACQAAA2sBAAACAIAAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIAAkACEwAAACYGDwAcAP////8AAE4AEAAAAMD///+u////AAIAAK4BAAALAAAAJgYPAAwATWF0aFR5cGUAACAABQAAAAkCAAAAAgUAAAAUAjAB4gAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgDAAQUAAAAUAsABOwAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAyAIACBQAAABQCzABdARUAAAD7AmD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAE4AQAGAAAAAJgYPAPYATWF0aFR5cGVVVeoABQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghDyfyX0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAiDIAAwAcAAALAQEBAAIAiDIAAwAcAAAMAQEBAAIAg04AAAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

**(b)** *O*(log log *D*)

**2.7** For all these programs, the following analysis will agree with a simulation:

**(I)**The running time is *O*(*N*).

**(II)**The running time is *O*(*N*2).

**(III)**The running time is *O*(*N*3).

**(IV)**The running time is *O*(*N*2).

**(V)***j* can be as large as *i*2, which could be as large as *N*2. *k* can be as large as *j*, which is *N*2. The running time is thus proportional to *N*⋅*N*2⋅*N*2, which is *O*(*N*5).

**(VI)**The *if* statement is executed at most *N*3 times, by previous arguments, but it is true only *O*(*N*2) times (because it is true exactly *i* times for each *i*). Thus the innermost loop is only executed *O*(*N*2) times. Each time through, it takes *O*(*j*2) = *O*(*N*2) time, for a total of *O*(*N*4). This is an example where multiplying loop sizes can occasionally give an overestimate.

**2.8 (a)** It should be clear that all algorithms generate only legal permutations. The first two algorithms have tests to guarantee no duplicates; the third algorithm works by shuffling an array that initially has no duplicates, so none can occur. It is also clear that the first two algorithms are completely random, and that each permutation is equally likely. The third algorithm, due to R. Floyd, is not as obvious; the correctness can be proved by induction. See J. Bentley, “Programming Pearls,” *Communications of the ACM* 30 (1987), 754–757. Note that if the second line of algorithm 3 is replaced with the statement

swap References( a[i], a[ ran dint( 0, n–1 ) ] );

then not all permutations are equally likely. To see this, notice that for *N* = 3, there are 27 equally likely ways of performing the three swaps, depending on the three random integers. Since there are only 6 permutations, and 6 does not evenly divide 27, each permutation cannot possibly be equally represented.

**(b)** For the first algorithm, the time to decide if a random number to be placed in *a*[*i*] has not been used earlier is *O*(*i*). The expected number of random numbers that need to be tried is *N*/(*N* – *i*). This is obtained as follows: *i* of the *N* numbers would be duplicates. Thus the probability of success is (*N* – *i*)/*N*. Thus the expected number of independent trials is *N*/(*N* – *i*). The time bound is thus

![](data:image/x-wmf;base64,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)

The second algorithm saves a factor of *i* for each random number, and thus reduces the time bound to *O*(*N* log *N*) on average. The third algorithm is clearly linear.

**(c,d)** The running times should agree with the preceding analysis if the machine has enough memory. If not, the third algorithm will not seem linear because of a drastic increase for large *N*.

**2.9** Algorithm 1 at 10,000 is about 38 minutes and at 100,000 is about 26 days. Algorithms 1–4 at 1 million are approximately: 72 years, 4 hours, 0.7 seconds, and 0.03 seconds respectively. These calculations assume a machine with enough memory to hold the entire array.

**2.10 (a)** *O*(*N*)

**(b)** *O*(*N*2)

**(c)** The answer depends on how many digits past the decimal point are computed. Each digit costs *O*(*N*).

**2.11 (a)** Five times as long, or 2.5 ms.

**(b)** Slightly more than five times as long.

**(c)** 25 times as long, or 12.5 ms.

**(d)** 125 times as long, or 62.5 ms.

**2.12 (a)** 12000 times as large a problem, or input size 1,200,000.

**(b)** input size of approximately 425,000.

**(c) ![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AEBCQAAAACQWwEACQAAA44BAAAHAH8AAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADALgAWAEEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////IAQAAJsBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAIxAUIABQAAABMCHgFjAAUAAAATAp4BsQAFAAAAEwJNAAUBBQAAABMCTQAbBAcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAQAAtAWwAFAGxAH4BAAFFABsERQAbBFUACwFVALkAngGpAJ4BWwAoAUUANgEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAAfEAFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwAPAAAAMgoAAAAABQAAADEyMDAwAKAAoACgAKAAgAJ/AAAAJgYPAPQATWF0aFR5cGVVVegABQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghDyfyX0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACgAAAQACAIgxAAIAiDIAAgCIMAACAIgwAAIAiDAAAAsBAQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAJAAAA+gIAAAAAAAAAAAAAIgAEAAAALQEEAAcAAAD8AgAAAAAAAAAABAAAAC0BBQAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAQAAAAtAQYABAAAAPABAwADAAAAAAA=)** times as large a problem, or input size 10,954.

**(d)** 120001/3 times as large a problem, or input size 2,289.

**2.13 (a)** *O*(*N*2).

**(b)** *O*(*N* log *N*).

**2.14**

a) Below are the values of poly at each iteration

poly = 0

poly = 3\*0 + 4 = 4

poly = 3\*4 + 8 = 20

poly = 3\*20 + 1 = 61

poly = 3\*61 + 2 = 185

b) = *a*N*xN*+ *a*N-1*xN-1*+ … + *a*1*x* + *a*0 =(x…(*x*(*x*(*a*N) + *a*N-1) + *a*N-2) … *a*1) + *a*0

c) O(*N*)

2.15

**bool indexIsValue( int A[], int low, int high)**

**{**

**if (low>high) return false;**

**else**

**{**

**int mid = (low+high)/2;**

**if (A[mid] == mid) return true;**

**else if (A[mid] > mid) return indexIsValue(A,low, mid-1);**

**else return indexIsValue(A,mid+1,high);**

**}**

**}// O(lg(n))**

2.16

**int gcd( int a, int b)**

**{**

**if (b == 0) return a;**

**else if (a%2 && b%2) // both odd**

**return gcd((a+b)/2, (a-b)/2);**

**else if (a%2 && !b%2) // b is even, a is odd**

**return gcd(a,b/2);**

**else if (!a%2 && b%2) // a is even, b is odd**

**return gcd(a/2, b);**

**else**

**return 2\*gcd(a/2, b/2); // both even**

**}**

2.17

a)

/\*\*

\* Linear-time minimum contiguous subsequence sum algorithm.

\*/

int minSubSum( const vector<int> & a )

{

int minSum = a[0], thisSum = 0;

for( int j = 1; j < a.size( ); ++j )

{

thisSum += a[ j ];

if( thisSum < minSum )

minSum = thisSum;

else if( thisSum > 0 )

thisSum = 0;

}

b)

/\*\*

\* Quadratic time minimum positive contiguous subsequence sum algorithm.

\*/

int minPosSubSum( const vector<int> & a )

{

vector<int> partialSum;

int minPosSum = -1;

int sum;

partialSum.push\_back(a[0]);

if (a[0] > 0)

minPosSum = a[0];

for (auto i = 1; i < a.size(); i++)

{

partialSum.push\_back(a[i] + a[i-1]);

if (a[i] > 0 && minPosSum == -1)

minPosSum = a[i];

else if (a[i] > 0 && a[i] < minPosSum)

minPosSum = a[i];

}

for (auto i = 0 ; i < a.size(); i++)

for (auto j = i+1; j < a.size(); j++)

{

sum = partialSum[j] - partialSum[i];

if (sum > 0 && sum < minPosSum)

minPosSum = sum;

}

return minPosSum;

}// O(n + n^2) = O(n^2)

//A O(nlg(n)) algorithm exists but uses an advanced data structure

c)

/\*\*

\* linear time maximum contiguous subsequence product algorithm.

\*/

double maxSubProd( const vector<double> & a )

{

double maxVal = 1, maxPos = 1, maxNeg = 0;

for (auto i = 0; i < a.size(); i++)

{

if (a[i] > 0)

{

maxPos = maxPos\*a[i];

maxNeg = maxNeg\*a[i];

}

else if (a[i] < 0)

{

maxNeg = -maxPos\*a[i];

maxPos = -maxNeg\*a[i];// maxNeg == 0 will cause an empty positive suffix

}

else

{

maxPos =1;

maxNeg = 0;

}

if (maxPos < 1) maxPos = 1;

if (maxPos > maxVal) maxVal = maxPos;

}

return maxVal;

} // O(n)

2.18

/\*

bisection method

assumes (f(low)\*f(high) < 0 and only 1 zero between low and high)

termination ensured by choosing a tolerance (tol).

\*/

#include<iostream>

using namespace std;

const double tol = 0.00001;

double f(double x)

{

return x\*x - x;

}

double bisection( double (\*f)(double), double low, double high)

{

double mid = (high + low)/2.;

double value;

if ((high - low) < tol)

return (mid);

value = f(mid);

if (value\*f(low) < 0)

return bisection(f, low, mid);

else

return bisection(f, mid, high);

}

int main()

{

cout<<bisection(f, .1 , 10)<<endl;

return 0;

}

2.19

struct MaxSeq

{

int value;

int startIndex;

int endIndex;

MaxSeq operator + (const MaxSeq & rhs) const

{

MaxSeq sum;

sum.value = value + rhs.value;

sum.startIndex = min(startIndex, rhs.startIndex);

sum.endIndex = max(endIndex, rhs.endIndex);

return sum;

}

};

MaxSeq max(const MaxSeq & a, const MaxSeq & b)

{

if (a.value > b.value)

return a;

else

return b;

}

/\*\*

\* Cubic maximum contiguous subsequence sum algorithm.

\*/

MaxSeq maxSubSum1( const vector<int> & a )

{

MaxSeq maxSum;

maxSum.value = 0;

for( int i = 0; i < a.size( ); ++i )

for( int j = i; j < a.size( ); ++j )

{

int thisSum = 0;

for( int k = i; k <= j; ++k )

thisSum += a[ k ];

if( thisSum > maxSum.value )

{

maxSum.value = thisSum;

maxSum.startIndex = i;

maxSum.endIndex = j;

}

}

return maxSum;

}

/\*\*

\* Quadratic maximum contiguous subsequence sum algorithm.

\*/

MaxSeq maxSubSum2( const vector<int> & a )

{

MaxSeq maxSum;

maxSum.value = 0;

for( int i = 0; i < a.size( ); ++i )

{

int thisSum = 0;

for( int j = i; j < a.size( ); ++j )

{

thisSum += a[ j ];

if( thisSum > maxSum.value )

{

maxSum.value = thisSum;

maxSum.startIndex = i;

maxSum.endIndex = j;

}

}

return maxSum;

}

/\*\*

\* Recursive maximum contiguous subsequence sum algorithm.

\* Finds maximum sum in subarray spanning a[left..right].

\* Does not attempt to maintain actual best sequence.

\*/

MaxSeq maxSumRec( const vector<int> & a, int left, int right )

{

MaxSeq maxSum;

maxSum.value = a[left];

maxSum.endIndex = right;

maxSum.startIndex = left;

if( left == right ) // Base case

{

if( a[ left ] > 0 )

return maxSum;

else

{ maxSum.value = 0;

return maxSum;

}

}

int center = ( left + right ) / 2;

MaxSeq maxLeftSum = maxSumRec( a, left, center );

MaxSeq maxRightSum = maxSumRec( a, center + 1, right );

MaxSeq maxLeftBorderSum, leftBorderSum;

maxLeftBorderSum.value = leftBorderSum.value = 0;

leftBorderSum.startIndex = left;

leftBorderSum.endIndex = center;

for( int i = center; i >= left; --i )

{

leftBorderSum.value += a[ i ];

if( leftBorderSum.value > maxLeftBorderSum.value )

maxLeftBorderSum = leftBorderSum;

}

MaxSeq maxRightBorderSum, rightBorderSum;

maxRightBorderSum.value = rightBorderSum.value = 0;

rightBorderSum.startIndex = center+1;

rightBorderSum.endIndex = right;

for( int j = center + 1; j <= right; ++j )

{

rightBorderSum.value += a[ j ];

if( rightBorderSum.value > maxRightBorderSum.value )

maxRightBorderSum = rightBorderSum;

}

return max( max(maxLeftSum, maxRightSum),

maxLeftBorderSum + maxRightBorderSum );

}

/\*\*

\* Linear-time maximum contiguous subsequence sum algorithm.

\*/

MaxSeq maxSubSum4( const vector<int> & a )

{

MaxSeq maxSum, thisSum;

maxSum.value = thisSum.value = 0;

maxSum.startIndex = maxSum.endIndex = 0;

thisSum.startIndex = 0;

for( int j = 0; j < a.size( ); ++j )

{

thisSum.value += a[ j ];

thisSum.endIndex = j;

if( thisSum.value > maxSum.value )

maxSum = thisSum;

else if( thisSum.value < 0 )

{

thisSum.value = 0;

thisSum.startIndex = j;

}

}

return maxSum;

}

**2.20** **(a)** Test to see if *N* is an odd number (or 2) and is not divisible by ![](data:image/x-wmf;base64,183GmgAAAAAAAAAIIAIBCQAAAAAwVAEACQAAA/sBAAAHAJYAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIgAgAIEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////wAcAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAIxAYwFBQAAABMCHgGtBQUAAAATAp4B+wUFAAAAEwJNAE8GBQAAABMCTQCjBwcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAigUtAbYFFAH7BX4BSgZFAKMHRQCjB1UAVQZVAAMGngHzBZ4BpQUoAY8FNgEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAATEAFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwATAAAAMgoAAAAACAAAADMsNSw3LCwukQCSAJYAlwCgAMgBbwKAAgUAAAAUAoABbQYVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEEAAQAAADwAQMACQAAADIKAAAAAAEAAABOAIACBQAAABQCgAGaAxEAAAD7AsD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhAAEEAAAALQEDAAQAAADwAQQACQAAADIKAAAAAAEAAABLAIAClgAAACYGDwAiAU1hdGhUeXBlVVUWAQUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ8n8l9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIgzAAIAgiwAAgCYBO8CAIg1AAIAgiwAAgCYBO8CAIg3AAIAgiwAAgCYBO8CBIsmIEsCAIIsAAIAmATvAwAKAAABAAIAg04AAgCCLgAACwEBAAAACwAAACYGDwAMAP////8BAAAAAAAAAAkAAAD6AgAAAAAAAAAAAAAiAAQAAAAtAQQABwAAAPwCAAAAAAAAAAAEAAAALQEFABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAABAAAAC0BBgAEAAAA8AEDAAMAAAAAAA==)

**(b) ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEIAIBCQAAAACwWAEACQAAA7gBAAAHAIAAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAIgAoAEEwAAACYGDwAcAP////8AAE4AEAAAAMD///+7////QAQAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACQAAAPoCAAAAAAAAAAAAAiIABAAAAC0BAAAFAAAAFAIxAZsBBQAAABMCHgG8AQUAAAATAp4BCgIFAAAAEwJNAF4CBQAAABMCTQCAAwcAAAD8AgAAAAAAAgAABAAAAC0BAQAJAAAA+gIFAAAAAAD///8AIgAEAAAALQECABoAAAAkAwsAmQEtAcUBFAEKAn4BWQJFAIADRQCAA1UAZAJVABICngECAp4BtAEoAZ4BNgEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFAKAASEBFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAwAMAAAAMgoAAAAAAwAAACgpLABuAmkAgAIFAAAAFAKAATEAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BBAAEAAAA8AEDAAoAAAAyCgAAAAACAAAAT05LAoACgAAAACYGDwD1AE1hdGhUeXBlVVXpAAUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ8n8l9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINPAAIAgigAAwAKAAABAAIAg04AAAsBAQAKAgCCKQACAIIsAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAJAAAA+gIAAAAAAAAAAAAAIgAEAAAALQEDAAcAAAD8AgAAAAAAAAAABAAAAC0BBQAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAQAAAAtAQYABAAAAPABBAADAAAAAAA=)** assuming that all divisions count for one unit of time.

**(c)** *B* = *O*(log *N*).

**(d)** *O*(2*B*/2).

**(e)** If a 20-bit number can be tested in time *T*, then a 40-bit number would require about *T*2 time.

**(f)** *B* is the better measure because it more accurately represents the *size* of the input.

**2.21** The running time is proportional to *N* times the sum of the reciprocals of the primes less than *N*. This is *O*(*N* log log *N*). See Knuth, Volume 2.

**2.22** Compute *X*2, *X*4, *X*8, *X*10, *X*20, *X*40, *X*60, and *X*62.

**2.23** Maintain an array that can be filled in a for loop. The array will contain *X*, *X*2, *X*4, up to ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAAxECAAACAJcAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAJAAoAEEwAAACYGDwAcAP////8AAE4AEAAAAMD///+o////QAQAAOgBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAt4ADQIVAAAA+wJg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAbG9nACoAUABAAQUAAAAUAlABVQEVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAyAMABBQAAABQC4AEEBBUAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC4AgAIFAAAAFALeAAkDFQAAAPsCYP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAATgBAAQUAAAAUAuABVAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABYAIACBQAAABQC6wDLARAAAAD7AmD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAABBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAA6vrBAUABBQAAABQCCAHLAQoAAAAyCgAAAAACAAAA6/vBAUABlwAAACYGDwAjAU1hdGhUeXBlVVUXAQUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ8n8l9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINYAAMAHAAACwEBAQACAIgyAAMAHAAADAEBAQADAAYDAAEAAgKCbAACAIJvAAIAgmcAAgCYBO8CAINOAAACAJbw+AIAlvv4AAAAAAAKAgCCLgAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) The binary representation of *N* (which can be obtained by testing even or odd and then dividing by 2, until all bits are examined) can be used to multiply the appropriate entries of the array.

**2.24** For *N* = 0 or *N* = 1, the number of multiplies is zero. If *b*(*N*) is the number of ones in the binary representation of *N*, then if *N* > 1, the number of multiplies used is
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**2.25 (a)** *A*.

**(b)** *B*.

**(c)** The information given is not sufficient to determine an answer. We have only worst-case bounds.

**(d)** Yes.

**2.26 (a)** Recursion is unnecessary if there are two or fewer elements.

**(b)** One way to do this is to note that if the first *N* – 1 elements have a majority, then the last element cannot change this. Otherwise, the last element could be a majority. Thus if *N* is odd, ignore the last element. Run the algorithm as before. If no majority element emerges, then return the *Nth* element as a candidate.

**(c)** The running time is *O*(*N*), and satisfies *T*(*N*) = *T*(*N*/2) + *O*(*N*).

**(d)** One copy of the original needs to be saved. After this, the *B* array, and indeed the recursion, can be avoided by placing each *Bi* in the *A* array. The difference is that the original recursive strategy implies that *O*(log *N*) arrays are used; this guarantees only two copies.

**2.27** Start from the top-right corner. With a comparison, either a match is found, we go left, or we go down. Therefore, the number of comparisons is linear.

**2.28 (a, c)** Find the two largest numbers in the array.

**(b, d)** Similar solutions; (b) is described here. The maximum difference is at least zero (*i* ≡ *j*), so that can be the initial value of the answer to beat. At any point in the algorithm, we have the current value *j*, and the current low point *i*. If *a*[*j*] – *a*[*i*] is larger than the current best, update the best difference. If *a*[*j*] is less than *a*[*i*], reset the current low point to *i*. Start with *i* at index 0, *j* at index 0. *j* just scans the array, so the running time is *O*(*N*).

**2.29** Otherwise, we could perform operations in parallel by cleverly encoding several integers into one. For instance, if A = 001, B = 101, C = 111, D = 100, we could add A and B at the same time as C and D by adding 00A00C + 00B00D. We could extend this to add *N* pairs of numbers at once in unit cost.

2.30

a) There are RC squares to start a search. For each starting square there are 8 directions in which to create words to look up. Since the max length of a word is 10 letters, there are possible 80RC words. Each of these needs to be looked up in the word list. So the running time is O(RCW)

b) If the word list is sorted, one can use a binary search to loop up potential words and the running time becomes O(RC lg (W)).

**2.31** No. If *low* = 1, *high* = 2, then *mid* = 1, and the recursive call does not make progress.

2.32

/\*\*

\* Performs the standard binary search using two comparisons per level.

\* Returns index where item is found or -1 if not found.

\*/

template <typename Comparable>

int binarySearch( const vector<Comparable> & a, const Comparable & x )

{

int low = 0, high = a.size( ) - 1;

while( low < high )

{

int mid = ( low + high ) / 2;

if( a[ mid ] <= x )

low = mid + 1;

else

high = mid - 1;

}

if (low > high)

return NOT\_FOUND; // NOT\_FOUND is defined as -1

else

return (a[low] == x);

}

**2.33** No. As in Exercise 2.31, no progress is made.

**2.34** See my textbook *Data Structures and Problem Solving using Java* for an explanation.